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Packet Switch With the Restricted Rule
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Abstract—The multiple input-queued (MIQ) switch is the
switch which manages multiple( ) queues in each input port,
each of which is dedicated to a group of output ports. Since each
input port can switch up to cells in a time slot, one from each
queue, it hardly suffers from the head-of-line (HOL) blocking
which is known as the decisive factor limiting the throughput
of the single input-queued (SIQ) switch. As the result, the MIQ
switch guarantees enhanced performance characteristics as the
number of queues in an input increases. However, the service
of multiple cells from an input could cause the internal speedup
or expansion of the switch fabric, diluting the merit of high-speed
operation in the conventional SIQ scheme. The restricted rule is
contrived to circumvent this side effect by regulating the number
of cells switched from an input port. In this paper, we analyze the
performance of the MIQ switch employing the restricted rule. For
the switch using the restricted rule, the closed formulas for the
throughput bound, the mean cell delay and average queue length,
and the cell loss bound of the switch are derived as the function of

, by generalizing the analysis for the SIQ switch by Huiet al.,
1987.

Index Terms—Multiple input queueing (MIQ), restricted rule,
free rule.

NOMENCLATURE

Switch size.
Number of FIFO queues in an input port.
Average throughput.
Throughput for output group.
Saturation throughput for output group.
Indication function.
Number of HOL requests for the same output port.

for the next time slot.
Number of fresh HOL arrivals for output port.
Number of all HOL cells that became blocked at the
end of a time slot.
Mean arrival rate for an input.
Mean service rate of an input.
Steady-state probability that a queue has a fresh
HOL cell which is just moved to the HOL position,
given that the queue is not blocked during the pre-
vious slot.
Effective arrival rate for output group.
Effective service rate of output group.
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Effective value of for output group .
Number of unblocked HOL cells of the queues at-
tending the arbitration for output group.
Number of input ports selected in the arbitration for
output group .
Sum of the throughputs for the firstoutput groups.
Average of ’s for .
Average of ’s for .
Average of ’s for .
Number of cells in a queue just before the arbitration
phase.
Steady-state probability distribution of.
Probability generating function for .
Average queue length.
Mean cell delay time.

I. INTRODUCTION

I T IS a well-known fact that the throughput of the single
input-queued (SIQ) packet/cell switch is limited to 58.6%

for an independently and identically distributed Bernoulli
arrival traffic with the cell destinations uniformly distributed
over all output ports, namely, the homogeneous Bernoulli
arrival traffic, when the switch size is infinite [1], [2]. In order
to overcome the throughput limit of the SIQ switch, many
alternative queueing methods and/or scheduling schemes are
conceived, such as window policy, input smoothing, and the
multiple input-queueing schemes [2]–[6]. The essence of these
schemes is to allow one of the cells behind the head-of-line
(HOL) cell to be switched to an idle output when the HOL cell
is blocked, or to allow multiple cells to be the HOL cell and
hence increase the opportunity for an input port to serve cells.
Among those schemes, the multiple input-queueing scheme
is drawing much attention recently in that it can provide both
high-speed operation and high switching performance.

The multiple input-queued (MIQ) switch is the switch
equipped with multiple queues in every input. Since the queues
are independent logically or physically of other queues in the
same input, an input can switch plural cells in a time slot, which
leads to the internal speedup or to the switch fabric expansion.
The restricted rule has been developed to resolve such problems
in the MIQ switch. The rule regulates an input to switch at
most one cell in a time slot. Restricting the number of cells to
be switched, in a sense, implies that the maximum achievable
performance may be degraded a little bit, but makes it feasible
to develop the high-speed and high-performance switch.

In connection with the restricted rule, many scheduling algo-
rithms have been suggested [43]–[52], and some of them com-
pensate for the performance degradation caused by the restricted
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rule by finding maximum matches between input and output
ports. Another cardinal issue related to the restricted rule is the
implementation and time complexity of the scheduling algo-
rithm. In 1993, Andersonet al. proposed a parallel scheduling
algorithm called the parallel iterative matching (PIM) algorithm
[43]. In this algorithm, packets are scheduled in each time slot
through a sequence of three actions ofrequest, grant, andac-
cept, making the algorithm simple and easily realizable in hard-
ware. Most scheduling algorithms for the MIQ switch designed
after Anderson’s work are essentially based on the philosophy
of the PIM, that is, three-phase operation, and try to find max-
imum matches between input and output ports.

In this paper, we will focus on the performance side of the
MIQ switch rather than other issues, since there is a limited
number of studies on the performance analysis for the MIQ
switch, and most of the studies apply only to a particular
MIQ switch called the virtual output-queued switch. We first
develop the queueing model for the MIQ switch employing the
restricted rule and then analyze the performance measures of
the switch such as saturation throughput, mean cell delay and
average queue length, and cell loss probability, by generalizing
the analysis results for the SIQ packet switch [1].

This paper is organized as follows. In Section II, we inves-
tigate the concept of multiple input-queueing and two types of
cell selection rules: the restricted rule and the free rule. In Sec-
tions III and IV, performance of the MIQ switch is analyzed in
terms of the number of queues in an input port and the offered
load. In deriving performance measures of the MIQ switch, we
use two types of queueing models, one for the throughput bound
and the other for the mean cell delay and the cell loss probability.
Finally, we conclude in Section V with a discussion on the ap-
plication of the switch in the future broadband communications
systems.

II. MIQ PACKET SWITCH

Compared to the output-queued switch, the (single)
input-queued switch has an inherent merit: it operates at the
same speed as the external link speed, making the input-queued
switch more suitable for the high-speed switching system.
Moreover, the input queueing is considered easier to implement
in hardware than its output counterpart. On the other hand,
the input-queued switch suffers from the HOL blocking so
that its maximum attainable throughput is limited to 0.586 for
homogeneous traffic [1], [2]. Therefore, many buffering and
scheduling schemes have been engineered to overcome the
throughput limit of the SIQ switch. They fall into five large
categories:

1) examining the first packets in a first-in-first-out (FIFO)
queue instead of the HOL packet only; this scheme is
calledwindow policy, or sometimes called the look-ahead
scheme or bypass scheme [6]–[18];

2) expanding the internal switch bandwidth either by en-
larging the switch dimension or by replicating the switch
fabric; this scheme is calledinput smoothingor input ex-
panding[2]–[7], [18]–[21];

3) employing multiple FIFO queues instead of a single
FIFO in every input port; this scheme is referred to as

Fig. 1. Multiple input-queued switch.

the multiple input-queued (MIQ) schemeor bifurcated
input-queued scheme[22]–[37];

4) input grouping or trunking [22], [38]–[40];
5) dropping or discarding the blocked HOL cells in the FIFO

queue [2], [18].

Among them, it is reported that the MIQ scheme can dramat-
ically improve the switching performance and, thus, lift the
throughput bound of the SIQ switch up to 1.0 when the number
of queues in an input is equal to or larger than the switch size
[30]–[37].

The MIQ switch, as shown in Fig. 1, deploys multiple
queues in each input port, each of which is dedicated to a group
of output ports. When is equal to one, that is, the single queue
is dedicated to all output ports, the MIQ switch corresponds to
the conventional SIQ switch. When is equal to the switch size

, that is, each queue is dedicated to an output port, the MIQ
switch is referred to as the virtual output-queued (VOQ) switch.
In the VOQ switch, the probability that HOL blocking occurs
becomes zero [42]. As we will see later, the HOL blocking
probability decreases as the number of queuesin an input
increases.

The value of is usually taken to be an exponential of
in the range from 1 to , and is assumed to

be the multiple of . (The range of can be larger than ,
which makes the switch not practical.) Therefore, each queue
stores cells for output ports exclusively and exhaustively.
That is, output groups do not overlap with others in terms of
output ports. We can here make an important observation that
the switch can be split into identical subswitches whose
sizes are and each subswitch will correspond to
an output group. (The wordssubswitchandoutput groupwill
be used interchangeably in this paper.) This observation is the
starting point of the analysis in the following section.

The MIQ switch can switch up to cells from an input port in
a time slot since an input port managesphysically or logically
distinct queues. However, the total number of cells switched
from all inputs must not exceed and each output can receive at
most one cell in every time slot. Even though the service of mul-
tiple cells from an input port is an essential reason for the per-
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formance enhancement in the MIQ switch, it gives rise to an in-
ternal speedup (or an expansion in the switch fabric) at the same
time, diluting the salient merit of the input-queued switch. The
internal speedup makes the switch unsuitable for the high-speed
and high-performance switch and, thus, is one of the important
issues to be resolved for future switching systems.

Therefore, most scheduling schemes developed for the MIQ
switch assume that each input can switch at most one cell in a
time slot [43]–[52]. The rule governing this assumption is re-
ferred to as therestricted rule[35], [37]. Under the restricted
rule, the switch operates at the same speed as the external link
speed. On the other hand, thefree ruleallows an input port to
switch up to cells in a time slot with the potential internal
speedup provided that the total number of switched cells is no
more than . In [37], the authors showed that the saturation
throughput of the MIQ switch converges to 1.0 asincreases,
irrespective of the rules employed. It also shows that the free
rule yields slightly higher saturation throughput for moderate
values of .

The performance for the free rule has been analytically eval-
uated in different ways [30]–[41]. In [30], the authors derived
the closed expression for the saturation throughput of the MIQ
switch using the free rule in terms of the number of queues in an
input. Performance of the restricted rule, however, has usually
been evaluated through computer simulation. This is because
input ports and their queues are mutually dependent on one an-
other in regulating the number of cells switched from each input,
making the queueing analysis difficult. The performance anal-
ysis for the restricted rule was found in [32] and [56] in terms
of the saturation throughput. In the following two sections, we
analyze the performance of the MIQ switch employing the re-
stricted rule. In Section III, the throughput of the MIQ switch
under the restricted rule is analyzed after developing a queueing
model for a specific queue in an input port. In Section IV, mean
cell delay and cell loss probability are derived after developing
a queueing model with average parameters.

III. SATURATION THROUGHPUT

In this section, we first develop a queueing model for an MIQ
switch using the restricted rule and then analyze it in terms of
the saturation throughput.

A. Queueing Model for the Throughput

For the MIQ switch, which we will analyze in following sec-
tions, we assume that the switch size is and the number of
FIFO queues in an input port is . The intercon-
nection network of the switch is internally nonblocking. Each
queue is assumed to store cells for an output group including

output ports. For the switch, we assume further that time
is slotted and the slots carry cells or fixed-length packets. Cells
arrive at input ports or queues just after the time boundaries, and
depart from the queues just before the time boundaries. This is
known as the early-arrival model [53]. Traffic arriving at each
input is assumed to be independent and identical to one another.
The arrived traffic is assumed to be uniformly distributed for

outputs or, namely, uniformly distributed for queues in
an input port. We refer to this kind of traffic as thehomoge-

Fig. 2. Queueing model for an input of the MIQ switch.

Fig. 3. Queueing model for a queue.

neous Bernoulli arrival traffic. During a time slot, each input
can switch no more than one cell and each output can receive at
most one cell.

For the MIQ switch, let the mean arrival rate and the mean
service rate for an input port beand , respectively, as shown
in Fig. 2. In an input port, then, the mean arrival rate for a queue
becomes since the arrived traffic is distributed uniformly
between queues. On the other hand, the mean service rate for
a queue is still . Therefore, the resulting queueing model for a
queue can be represented as shown in Fig. 3. In the figure, let
be the steady-state probability that a queue has a fresh HOL cell
which is just moved to the HOL position, given that the queue is
not blocked during the previous slot. The fresh HOL cell means
the cells that move up to the HOL position. They were either
queued or, if the queue was empty, they are new.

B. Saturation Throughput for the Restricted Rule

As mentioned before, arbitrations are assumed to be per-
formed sequentially for each output group or subswitch and the
input ports selected in earlier arbitrations should be excluded
in later arbitrations for remaining output groups or subswitches
in some ways. Differently from the MIQ switch using the free
rule, the throughput is different from subswitch to subswitch in
the MIQ switch using the restricted rule. This is because arbi-
trations performed later are dependent on previous arbitration
results in the same time slot [35]. Therefore, the throughput for
the entire switch can be obtained by taking expectation on the
sum of the throughputs for output groups or subswitches.

We number output groups from 1 towhere the output group
including the first output ports is referred to as output
group 1. For convenience, let us assume that the arbitration starts
from output group 1. Letting designate the throughput for the
first subswitch corresponding to output group 1, then

becomes

(1)

where the indication function is

and is the number of HOL requests for the same output
port . As long as is not equal to , the MIQ switch suffers
from HOL blocking as mentioned in Section II and the state of
HOL blocking is characterized by . Note here that the index
for output ports in (1) takes its value between 1 and since
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the arbitration for output group 1 concerns the first output
ports in output group 1. The number of all HOL cells that be-
come blocked at the end of a slot, , is

(2)

Taking expectation on both sides of (2) and combining it with
(1), we get

(3)

We can get by computing the last two terms in (3) in terms
of , since we have in steady state. Note that is the
mean or effective arrival rate for output group 1.

Two terms in the right-hand side of (3) can be obtained as in
Appendices A and B. Substituting (A.4) and (B.3) into (3), we
have the throughput for the first output ports (or for output
group 1):

(4)

from which we obtain

(5)

or

(6)

The saturation throughput for output group 1 is obtained by set-
ting in (5), and

Letting designate the number of input ports selected in the
arbitration for output group 1, it becomes

Now, let us turn our attention to output group 2. The number
of output ports in output group 2 is still and, hence, (1)
through (3) can be used without any modifications for output
group 2 except for the suffix. In the arbitration for output group
2, however, the number of unblocked queues,, changes into

(7)

since we prevent input ports, selected in the arbitration for
output group 1, from attending the arbitration for output group 2.
That is, the term of (7) designates the number of input
ports (or queues) which are eligible for attending the arbitration
for output group 2. Taking expectation on both sides of (7) and
using the flow conservation rule of , we
have

(8)

where . Substituting (A.4) and (8) into (3), we get

(9)

The throughput for output group 2, , is obtained by solving
(9). Setting in (9), we immediately have the saturation
throughput for output group 2:

If we assume that is equal to two, that is, if each input
manages only two queues as in the Odd-Even switch [54], we
have to stop here. Then, the average saturation throughput for
the MIQ switch with is obtained by the arithmetic mean.
That is

The same reasoning can be used for output group 3 and later
until output group when is greater than or equal to 3. Then,
the number of unblocked queues becomes

where

When the offered load to an input port is, the throughput for
output group is

(10)

or

(11)

where

and

.

The saturation throughput for output groupis expressed by
setting as

Consequently, the average throughput of the MIQ switch
using the restricted rule is given by

(12)

The total saturation throughput is also given by (12) with setting
.

Fig. 4 plots the saturation throughput of the MIQ switch
employing the restricted rule for different values of. The
figure shows that the saturation throughput converges at 1.0
as the number of queues increases. Note that the saturation
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Fig. 4. Saturation throughput of the MIQ switch employing the restricted rule.

TABLE I
SATURATION THROUGHPUTT AND � FOR DIFFERENTVALUES OFm. � IS

OBTAINED BY DIVIDING � WITH m. T IS THE SATURATION

THROUGHPUT FOR THEFREE RULE

throughput for the restricted rule is slightly lower than that for
the free rule since each input is regulated to serve at most one
cell under the restricted rule [37]. Table I shows the saturation
throughput for different values of , as well as .

Considering the MIQ switch under the free rule, all inputs can
attend all arbitration rounds in the same time slot even though
they are selected once or more in previous arbitrations. This im-
plies that the throughput for every arbitration is equal to that for
the first arbitration of the restricted rule. Then, the throughput
of the MIQ switch using the free rule is equal to (6) except the
suffix

(13)

The saturation throughput is obtained by setting in (13):

(14)

and is tabulated in Table I together with the saturation
throughput for the restricted rule. The expressions of (13) and
(14) are also found in other studies on the free rule [29], [31],
[37], [56].

IV. M EAN CELL DELAY TIME AND CELL LOSSPROBABILITY

In this section, we focus our attention on the mean cell delay
and the cell loss probability of the MIQ switch employing the
restricted rule. Unlike the average throughput obtained in the

previous section, the mean cell delay and the cell loss proba-
bility cannot be evaluated by the arithmetical mean since both
the (average) mean cell delay and the (average) cell loss proba-
bility are dominated by the worst mean cell delay and the worst
cell loss probability, respectively. This means that the queueing
model developed in Section III-A becomes useless, and as the
result, we have to develop another queueing model for the mean
cell delay and the cell loss probability. Fortunately, we can eval-
uate the mean cell delay and the cell loss probability in terms
of the average throughput obtained in the previous section. In
the following sections, therefore, we evaluate them after devel-
oping another equivalent queueing model in terms of the average
parameters.

A. Queueing Model for the Mean Cell Delay and the Cell
Loss Probability

Under the restricted rule and the assumption of sequential
arbitration in a time slot, parameters describing the queueing
behavior of different output groups may change. Hence, we need
to quantify the effective queueing parameters for each output
group rather than for overall output groups.

Let , , and designate the effective arrival rate, the ef-
fective service rate, and the effective value offor output group
, respectively.

Then the effective service rate for output groupcan be ex-
pressed as

Letting be the average service rate, it becomes

(15)

Here we use the definition of in (C.3). Next, let be
the average value of ’s. Similarly to the average service rate
shown above, it becomes

(16)

Note, however, that the effective arrival rate at a queueis
still regardless of output groups since the arrival traffic is
not affected by the restricted rule. Subsequently, the resulting
queueing model can be described by the new parameters:

The corresponding queueing model is shown in Fig. 5.
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Fig. 5. Queueing model for a queue in terms of average parameters.

Fig. 6. Equivalent queueing model to the queueing model in Fig. 5.

For the queueing model shown in Fig. 5, the mean number of
time slots until a fresh HOL cell is served is since the
number of slots distributes according to the geometric distribu-
tion. After a cell is served, the mean number of slots before the
arrival of a fresh HOL cell is since the number
of slots distributes according to the modified geometric distri-
bution. In steady state, the sum of these two terms equals the
interarrival time of cells at a queue, namely, :

(17)

Substituting (15) and (16) into (17), we have

(18)

In the above equation, since the term becomes

accordingly we have

(19)

By comparing (19) with (17), we can make the important obser-
vation that the queueing model shown in Fig. 5 can be changed
into that shown in Fig. 6. In Fig. 6, we considered the effect of
the restricted rule in terms of the arrival rate, not the service rate.

B. Mean Cell Delay and AverageQueue Length

The mean cell delay time is obtained directly from Little’s
theorem, which is the ratio of the average queue length to the
arrival rate. The average queue length can be obtained by differ-
entiating the probability generating function for the steady-state
probability distribution. Let the random variable and

denote the number of cells in a queue just before the
arbitration phase and its steady-state probability distribution, re-
spectively. The probability generating function foris defined
as

TABLE II
f(m) AND g(m) FORDIFFERENTVALUES OFm WHEN � = 1. THE RATIO OF

f(m) TO g(m) IS ABOUT UNITY FOR ALL m

Then, by differentiating for and setting , we can
obtain the average queue length as in Appendix D:

(20)

where is defined as in (C.3) and the values of for
diverse are tabulated in Table II. The mean cell delay time is
obtained by applying Little’s theorem to (20). Then it becomes

(21)

Figs. 7 and 8 show the average queue length and the average
cell delay of the MIQ switch using the restricted rule, respec-
tively. They are the functions of and the average input traffic
load as expressed in (20) and (21). Surprisingly, the average
queue length is negligibly small even at the higher offered load
such as 0.9 when is larger than 16. That is, the curves have
more rectangular elbows as increases. This phenomenon is
accounted for by the fact that the arrival traffic is distributed
uniformly to queues in each input. This implies that the MIQ
switch requires much smaller queue size in order to satisfy per-
formance requirements. In the average delay time shown in Fig.
8, curves have more moderate slopes than the average queue
length since the queues in an input port are selected with the
probability .

Additionally, comparing them with those for the MIQ switch
using the free rule [41], we can find that both the average queue
length and the mean cell delay for the restricted rule are slightly
higher than the counterparts for the free rule. The average queue
length and the mean cell delay for the free rule can be obtained
simply by replacing in (20) and (21) with .

C. Cell Loss Probability

The cell loss probability is normally defined as the sum of the
cell losses by both a finite buffer space and switching system
faults. If we assume that the loss never occurs through a system
fault, the cell loss is solely ascribed to the buffer overflow. For
the case of infinite buffer size assumed thus far, cell loss proba-
bility is upper bounded by the probability of , where
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Fig. 7. Average queue length for the MIQ switch with the restricted rule over
diversem.

Fig. 8. Mean cell delay for the MIQ switch over diversem.

Fig. 9. Cell loss probability for the MIQ switch over diversem (queue size
B = 16 cells).

is the finite buffer size. Through the calculation in Appendix E,
the upper bound of cell loss probability becomes

(22)

Fig. 9 shows this upper bound for different values ofwhen
the buffer size of each queue is 16 cells. As shown in the
figure, the cell loss probability is also negligible asincreases.

V. CONCLUSION

In this paper, we introduced the concept of the multiple input-
queued (MIQ) switch. Differently from the conventional single
input-queued (SIQ) switch, which has a single queue in each
input, the MIQ switch has queues in each
input. Each of the queues is dedicated to a group of output ports.
Since the MIQ switch equips logically or physically distinct
queues in each input, it could serve up tocells from an input
in a time slot. The rule governing this multiple-cell service is
referred to as the free rule. However, the multiple-cell service
requires the internal speedup in the switch fabric or more so-
phisticated additional hardware. Therefore, most studies on the
MIQ switch assume explicitly or implicitly that at most one cell
can be served from an input port. This assumption is referred to
as the restricted rule.

Under the free rule, the cell selection for outputs is indepen-
dent of input ports since multiple cells can be served from an
input irrespective of other inputs. Under the restricted rule, how-
ever, the cell selection is dependent on other inputs when we as-
sume that the cell selections for all outputs occur sequentially.
Therefore, we can evaluate the performance measures in the av-
erage form or by using average parameters. In this paper, the
saturation throughput, the average queue length and mean cell
delay, and the upper bound of the cell loss probability were de-
rived in terms of the number of queuesand the offered load

. The analysis results show that the saturation throughput ap-
proaches 1.0 as increases, and that the mean cell delay and
average queue length and the cell loss probability are negligible
even for the higher offered load.

In addition to the enhanced switching performance, the
MIQ switch employing the restricted rule operates at the same
speed as the external link speed. It implies that the switch is
appropriate for high-speed switching systems requiring high
performance.

APPENDIX A
DERIVATION OF

The term in (3) is the steady-state expected number of
HOL cells for output in output group 1. Let be the value
of for the next time slot, then becomes

(A.1)

in which the random variable is the number of fresh HOL
arrivals for output port , and is independent of for suffi-
ciently large . Taking expectation of both sides of (A.1) and
considering the steady state, we get since

in steady state. Squaring both sides of (A.1), it
becomes

(A.2)

where the relationships of and
are used. Taking expectation on both sides of (A.2), it becomes
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since and . Arranging
it for

(A.3)

As in [1], becomes Poisson as and, thus,
. Then (A.3) becomes

(A.4)

APPENDIX B
DERIVATION OF

Let denote the number of unblocked HOL cells of the
queues attending the arbitration for output group 1. Then
becomes

(B.1)

where denotes the number of queues related to output
group 1. Since every cell will eventually become a fresh HOL
cell at some time, the flow conservation relationship must hold:

(B.2)

where , as shown in Fig. 3, is the steady-state probability that a
queue has a fresh HOL cell, given that the queue is not blocked
during the previous time slot. Taking expectation on both sides
of (B.1) and using the flow conservation rule, we have

(B.3)

APPENDIX C
CLOSED FORM OF THESATURATION THROUGHPUT

For use in deriving the mean cell delay and the cell loss prob-
ability in Section IV, (12) can be expressed in a closed form.
Substituting of (11) into (12), we have

(C.1)

When we solved for the throughput of each subswitch, we ob-
tained the throughput expressions by solving the quadratic equa-
tions such as (5), (9), and (10). Therefore, we can analogize
that in (C.1) is one root of the quadratic equation similar to
those equations. Then, since one root of the quadratic equation

is obtained by

we can get a quadratic equation for the average throughput from
(C.1) in reverse:

or

(C.2)

where

(C.3)

From the definition of , we can say that is also the
function of . However, since includes nonlinear terms
with respect to , it is not easy to express in a closed
form. Another reason that we do not need to derive is that

is used neither in the expression of the mean cell delay
time nor in the expression of the cell loss probability, as shown
in (21) and (22). Therefore, we choose to calculate and

by using the results of the saturation throughput. Table II
shows the values of , , and the ratio of
when . Notice that the ratio of is around 1.0.
Namely, .

APPENDIX D
DERIVATION OF THE AVERAGE QUEUE LENGTH

The relationship in (19) together with the equation ofin
terms of in (C.2) gives

(D.1)

since is nearly zero, as shown in Table II.
Here, let the random variable be the number of cells in

a queue just before the arbitration phase. We shall consider a
queue of infinite size for a moment. Then the queue length
for the next slot is modeled by

(D.2)

in which is a Bernoulli random variable with , the
probability that the HOL cell is served, is also a Bernoulli
random variable with , and the indication func-
tion is the same as defined in (1).

From (D.2), the probability generating function for the
steady-state probability is given by

(D.3)

since in steady state. The second term on the right-hand
side equals

(D.4)
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where is the expectation for the random variable. Sub-
stituting

, and (D.4) into (D.3), we have

(D.5)

After evaluating by setting , and substituting in
(D.5), we obtain

(D.6)

Differentiating for and setting , the expected
value of is given by

(D.7)

We need to express in terms of . Therefore, substituting
from (D.1) into (D.7) and rearranging the equation in terms of

, we immediately have

(D.8)

APPENDIX E
UPPERBOUND OF CELL LOSSPROBABILITY

Let us expand (D.6) into a series expansion form as follows:

(E.1)

where .
Then, from the definition of , that is

we have

where and in (D.1) is used.
That is, we still use the function to evaluate the upper
bound of the cell loss probability for a specific value of. We
also neglect the term since it has a value near
zero. Then, the buffer overflow probability for a finite buffer of

size is defined as the probability that a new cell arrives when
the current queue is fully occupied, which is upper bounded by
the probability of for the case of infinite buffer size.
Therefore

Substituting into the above equation, we have

(E.2)
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